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Environmental events produce many sensory cues for identifying the action that evoked the event, the 
agent that performed the action, and the object targeted by the action. The cues for identifying envi-
ronmental events are usually distributed across multiple sensory systems. Thus, to understand how 
environmental events are recognized requires an understanding of the fundamental cognitive and neu-
ral processes involved in multisensory object and action recognition. Here, we investigated the neural 
eywords: 
MRI 
bject recognition 
vent perception 
uditory 

substrates involved in auditory and visual recognition of object-directed actions. Consistent with pre-
vious work on visual recognition of isolated objects, visual recognition of actions, and recognition of 
environmental sounds, we found evidence for multisensory audiovisual event-selective activation bilat-
erally at the junction of the posterior middle temporal gyrus and the lateral occipital cortex, the left 
superior temporal sulcus, and bilaterally in the intraparietal sulcus. The results suggest that recognition 
of events through convergence of visual and auditory cues is accomplished through a network of brain 
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isual regions that was previou

Recognizing events in a real environment is inherently multi-
ensory (De Gelder & Bertelson, 2003; Gaver, 1993). Environmental
vents unfold over time and involve actions – either self-generated
ransitive movements of objects or object-generated movements
such as a human walking). In both cases, recognizing the object
nvolved in the event is an important step toward understanding
he event. Environmental events produce many sensory cues for
dentifying the objects and the actions involved in those events.
he cues for recognizing objects and actions are usually distributed
cross multiple sensory systems. Thus, to understand how envi-
onmental events are recognized requires an understanding of the
undamental cognitive and neural processes involved in multisen-
ory object and action recognition. Here, we investigated the neural
ubstrates involved in audiovisual recognition of object-directed
ctions. 

Although objects can be recognized without visual cues, a
ajority of work on the neural substrates of object recognition

as been done using unisensory, visual presentation of familiar

bjects. A group of regions in the human brain that are selectively 
nvolved in object recognition are collectively known as the lateral 
ccipital complex (LOC), which is a large area of cortex in the lat-
ral and ventral occipito-temporal region (Grill-Spector, Kourtzi, & 
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plicated only in visual recognition of action. 
© 2010 Elsevier Ltd. All rights reserved. 

Kanwisher, 2001; James, Culham, Humphrey, Milner, & Goodale, 
2003; Malach et al., 1995). Activation in LOC is often defined as 
object-selective, that is, it is activated more with intact pictures of 
objects than with other classes of visual stimuli (Grill-Spector et al., 
2001; Malach et al., 1995). Damage to the LOC causes impairments 
in object recognition, resulting in visual agnosia (James et al., 2003). 

A typical fMRI study of visual object recognition uses static pic-
tures of isolated objects as stimuli. This type of stimulus provides 
ample information for object recognition, but is impoverished with 
respect to the information needed for event recognition. With stud-
ies of visual action recognition, the tasks are focused on the event 
instead of the object; therefore, studies of action must use stimuli 
that unfold over time (dynamic stimuli). Studies of action recogni-
tion often use stimuli involving moving human bodies, hands, or 
faces and sometimes use stimuli involving human bodies or hands 
manipulating other objects. fMRI studies investigating the neural 
substrates of visual action recognition consistently find a network 
of brain regions that includes Broca’s area (inferior frontal gyrus), 
several regions in the parietal lobe, including the intraparietal sul-
cus, the posterior middle temporal gyrus (pMTG), and superior 
temporal sulcus (pSTS, Caspers, Zilles, Laird, & Eickhoff, 2010). In 
the posterior temporal lobe, the pSTS is more selective for human 

actions (Beauchamp & Martin, 2007; Grossman & Blake, 2002; Puce 
& Perrett, 2003), whereas the pMTG is more selective for actions 
performed on other objects (Beauchamp & Martin, 2007; Valyear 
& Culham, 2010). The involvement of pMTG in action recognition, 
and especially recognition of actions involving non-human objects, 

dx.doi.org/10.1016/j.neuropsychologia.2010.10.030
http://www.sciencedirect.com/science/journal/00283932
http://www.elsevier.com/locate/neuropsychologia
mailto:thwjames@indiana.edu
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 sycho

i  
i

 
r
t  
t
r  
a
b  
p  
a  
B  
K  
&  
c  
s  
L
m  
t  
m  
i  
s  
e

 
h  
i
S  
S
m  
o  
s  
e  
r  
i  
&
m  
o  
t  

 
t  
o

 
 
 

2
 
 

 
 

 
 

 
 
 
 
 
 

 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 

 
 
 

 

 
 
 

 

 

 
 
 
 
 
 

T.W. James et al. / Neurop

s of particular interest, because pMTG borders the LOC, which is
nvolved in recognition of static isolated objects. 

Environmental stimuli used in the investigation of auditory
ecognition always represent events. A majority of studies inves-
igating the recognition of sounds use speech stimuli, however,
here are several studies that investigate the recognition of envi-
onmental sounds more generally. When environmental sounds
re contrasted with control stimuli such as white noise or scram-
led nonsense sounds, neural activation is found in the middle and
osterior aspects of the superior temporal gyrus (pSTG), the pSTS,
nd the pMTG (Amedi, Jacobson, Hendler, Malach, & Zohary, 2002;
eauchamp, Lee, Argall, & Martin, 2004; Doehrmann, Naumer, Volz,
aiser, & Altmann, 2008; Lewis et al., 2004; Stevenson, Geoghegan,
 James, 2007). However, when different categories of sounds are
ontrasted, some regions of the temporal lobe are found to be more
elective for some sounds than others (Doehrmann et al., 2008;
ewis, Brefczynski, Phinney, Janik, & DeYoe, 2005). Sounds of ani-
al vocalizations, including human speech, selectively activated

he anterior and middle aspects of the STG and STS. Sounds made by
achines and tools selectively activated the posterior aspect of the

nferior temporal gyrus (pITG), pMTG, pSTS, and pSTG. Both studies
howed a left-sided bias for tool-selective activation (Doehrmann
t al., 2008; Lewis et al., 2005). 

The study of the neural substrates of isolated object recognition
as benefitted from testing for “object-selectivity” by contrasting

ntact images of objects with scrambled nonsense images (Grill-
pector et al., 2001; James et al., 2003; Malach et al., 1995).
crambled images have many low-level visual properties in com-
on with intact images, but are not recognizable. Investigations

f recognition processes that are shared between the visual and
omatosensory systems have used the “selectivity” method almost
xclusively to define bi-modal visuo-haptic object-selective brain
egions. Specifically, bi-modal regions are consistently found in the
ntraparietal sulcus and the LOC (Amedi, Malach, Hendler, Peled,
 Zohary, 2001; James et al., 2002; Stilla & Sathian, 2008). The bi-
odal intraparietal area is found on the anterior and middle aspects

f the sulcus and the bi-modal lateral occipital area, called LOtv for
actile-visual, is found on the middle occipital gyrus (Amedi et al.,

2002). 
Unlike the study of tactile-visual or visuo-haptic convergence,

he study of audiovisual convergence has largely eschewed the use
f selectivity. Audiovisual convergence is usually assessed by mea-

suring the enhancement of activation with a multisensory stimulus
over and above that of unisensory stimuli from one or more sensory
modalities (Stein, Stanford, Ramachandran, Perrault, & Rowland,

009). Both the selectivity and the enhancement methods of assess-
ing multisensory convergence have their specific benefits and
problems (Kim & James, 2010; Stevenson, Kim, & James, 2009).
Thus, the current study sought to expand the use of the selec-
tivity method with audiovisual stimuli. Because the focus of the
research was on event perception, selective responses will be called
“event-selective.” 

The literature reviewed above suggests that the pMTG and
pSTS are involved in recognition of environmental events through
both visual and auditory sensory inputs. The pMTG is of par-
ticular interest with respect to investigations of object-directed
actions, because it borders LOC, which is specifically involved in
processing isolated objects. The findings reviewed above suggest
that pMTG may be involved in visual and auditory processing of
events generated by manual manipulation of tool-like objects in
the environment. In other words, the pMTG/LOC junction may be

a convergence zone for audiovisual recognition of object-directed 
actions. 

To test this hypothesis, we presented subjects with video and 
audio of environmental events generated by manual manipulation 
of tool-like objects while they underwent functional MRI. To test for 
109logia 49 (2011) 108–114 

event selectivity, intact and scrambled versions of video and audio
sequences were contrasted. Bi-modal event selectivity was found
bilaterally in the pMTG and in the left pSTS. Bi-modal selectivity was
also found bilaterally in the posterior intraparietal sulcus and in the
left insula. The results suggest that recognition of events through
convergence of visual and auditory cues is accomplished through
a network of brain regions that was previously implicated only in
visual recognition of object-directed actions. 

1. Methods and materials 

1.1. Subjects 

Subjects included 12 right-handed native English speakers (6 female, mean 
age = 21.7). All subjects reported normal, or corrected-to-normal visual acuity, and 
no history of hearing impairment. The experimental protocol was approved by the 
Indiana University Institutional Review Board and Human Subjects Committee. Sub-
jects were compensated for their time. 

1.2. Stimuli 

Experimental stimuli consisted of audio and video recordings of manual actions 
involving a moveable implement (e.g., hammer, paper cutter, paper towel dispenser, 
etc.). Hands were visible in the recordings. Recordings were made with a DCR-HC85 
MiniDV Digital Handycam camcorder. Separate video and audio files were extracted 
from the raw recordings, such that they could be presented separately as visual and 
auditory stimuli. For audiovisual stimuli, the visual and auditory stimuli that were 
taken from the same raw recording were presented together. Video was acquired 
at the camera’s native resolution of 1024 × 720. Audio was acquired with 16 bit at a 
sampling rate of 32 kHz with the camcorder’s onboard microphone. Visual stimuli 
were cropped to square, down-sampled to a resolution of 200 × 200 pixels, and 
converted from color to greyscale. Audio was converted from stereo to mono. Pilot 
testing showed that these intact visual and auditory stimuli were very recognizable. 
Examples of two event stimuli are shown in Fig. 1A. 

Scrambled nonsense versions of the video and audio signals were also created.
Video sequences were scrambled on a frame-by-frame basis. For each frame, the
locations of half of the pixels in the image were exchanged with the locations of
the other half of the pixels. Each pixel exchanged locations with the pixel that was
closest to it in intensity. Scrambling the video prevented recognition of the objects
and the actions performed with the objects. Using the intensity-matched exchange
method preserved general changes in pixel intensities across frames, but rearranged
the spatial locations of those changes. One result of this was a subjective perception
of motion in the scrambled video. The motion percept in the scrambled videos,
however, was not coherent like the motion percept in the intact videos. Although
the strength of the motion percept was not measured in the scrambled videos, it
was clear that a direction of motion was impossible to judge from the scrambled 
video. Examples frames of two scrambled videos are shown in Fig. 1B. 

Audio sequences were also scrambled. Audio waveforms were partitioned
into 10 ms intervals and the bits in half of the intervals (determined randomly)
were exchanged with the bits from the other half of the intervals. Intervals were
exchanged with the interval that matched it most closely in amplitude. Scram-
bling the waveforms made them unrecognizable and, subjectively, they sounded
like noise. Using the amplitude-matched exchange method preserved the unfolding 
of general changes in amplitude across time. Examples of two scrambled waveforms 
are shown in Fig. 1B. 

1.3. Procedures 

Subjects lay supine in the bore of the MRI with their head in the head coil and 
a response pad placed on their right thigh. Intact and scrambled audio and video
stimuli were presented using Matlab 5.2 and Psychophysics Toolbox 2.53 (Brainard,
1997; Pelli, 1997) on an Apple Powerbook G4 (Titanium) running Mac OS 9.2. Visual
stimuli were projected at 30 frames per second via a Mitsubishi XL30U LCD projec-
tor onto a rear-projection screen located inside the scanner bore behind the subject.
Subjects viewed the screen through a mirror located above the head coil. Audi-
tory stimuli were listened to through the pneumatic headphones. Foam was placed
around the headphones inside the headcoil to reduce subject head movement. 

BOLD fMRI measurements were collected in four runs, each 3 min long, two
runs with visual stimuli and two with auditory stimuli. Stimuli were presented in
a blocked design with 16-s stimulus blocks consisting of eight 2-s presentations of
either intact or scrambled stimuli, interleaved by 12-s rest blocks during which the
subjects fixated a central dot. Each run contained three intact and three scrambled
blocks. Across the four runs, this resulted in six blocks of data for each of the four

stimulus types. 

During stimulus blocks, subjects performed a one-back perceptual matching 
task to maintain attention on the stimuli. Subjects responded with the right index 
for a duplicate stimulus and with their middle finger for a different stimulus. 

On a separate day, all subjects underwent a short imaging session to collect 
data to functionally localize brain regions involved in visuo-haptic convergence. An 
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ig. 1. Examples of visual and auditory stimuli. Each panel shows two examples of e
rom the video stream. The bottom row in each panel shows the auditory waveform
our video frames were taken. Examples of intact stimuli are shown in (A). Example

stablished localizer task was used that has been described elsewhere (Amedi et al.,
001; Kim & James, 2010). Briefly, subjects viewed and felt objects and textures.
extures were used as control stimuli for assessing bi-modal visuo-haptic object-
electivity. 

.4. Imaging parameters and analysis 

Imaging was carried out using a Siemens Magnetom TRIO 3-Tesla whole-
ody MRI with eight-channel phased-array head coil. The field of view
as 22 cm × 22 cm × 11.2 cm, with an in plane resolution of 64 × 64 pix-

ls and 33 axial slices per volume (whole brain), creating a voxel size of
.44 mm × 3.44 mm × 3.4 mm, which were re-sampled to 3 mm × 3 mm  × 3 mm dur-

ng pre-processing. Images were collected using a gradient echo EPI sequence
or BOLD imaging (TE = 30 ms, TR = 2000 ms, flip angle = 70◦ ). High-resolution T1-
eighted anatomical volumes were acquired using a turbo-flash 3D sequence

TI = 1100 ms, TE = 3.93 ms, TR = 14.375 ms, flip angle = 12◦) with 160 sagit-
al slices with a thickness of 1 mm and field of view of 256 × 256 (voxel
ize = 1 mm  × 1 mm  × 1 mm).  

Functional volumes were pre-processed using Brain VoyagerTM 3D analysis
ools, using linear trend removal, 3D spatial Gaussian filtering (FWHM 6 mm), slice
can-time correction, and 3D motion correction. Anatomical volumes were trans-
ormed into the common stereotactic space of Talairach and Tournoux using an
-parameter affine transformation. Functional volumes were then coregistered to
he anatomical volume, and transformed into Talairach space. Data were analyzed
sing a general linear model with predictors generated based on the timing of the
locked design protocol for placement of canonical hemodynamic response func-
ions (Glover, 1999). 

. Results 

To assess auditory and visual event selectivity, a whole-brain

roup-average analysis was performed using a random-effects 
eneral linear model with predictors representing audio and 
isual, intact and scrambled stimuli. These predictors were com-
ined to perform two specific contrasts. The first contrast, audio 

ntact > audio scrambled, identified auditory event-selective brain 
nmental events used as stimuli. The top row in each panel shows four frames taken 
ite diamond symbols superimposed on the waveform show the time at which the 
rambled stimuli are shown in (B). 

regions, while the second contrast, visual intact > visual scrambled, 
identified visual event selective brain regions (Fig. 2). Correction 
for multiple tests was done for both contrasts using a False Dis-
covery Rate (FDR) of q = 0.05 combined with a cluster threshold 
of 15 voxels. The cluster-threshold technique controls false pos-
itives, with a relative sparing of statistical power (Forman et al., 
1995; Thirion et al., 2007). Thus, the combination of FDR and clus-
ter threshold produced a more conservative threshold than FDR 
alone. 

It was expected that the unisensory contrasts would activate 
extensive areas of cortex involved in recognition of object, actions, 
and sounds. It was also expected that not all of these areas would 
be involved strictly in event perception. Consistent with previous 
work on recognition of environmental tool sounds (Doehrmann 
et al., 2008; Lewis et al., 2005), auditory event selectivity (blue) 
was found in the middle and posterior aspects of the STG, STS, 
and MTG. Auditory selectivity was also found in Broca’s area and 
the pre-motor area. The locations of these areas are indicated 
with white dots in Fig. 2. The location of the maximum statis-
tical value for the auditory contrast is indicated by the blue dot 
in Fig. 2. 

Consistent with previous work on visual recognition of action 
(Beauchamp & Martin, 2007; Caspers et al., 2010; Grossman & 
Blake, 2002), visual event selectivity (yellow) was found in the 
pMTG and pSTS. Similar to previous work on visual recognition 
of isolated objects (Grill-Spector et al., 2001; James et al., 2003; 
Malach et al., 1995), visual event selectivity (yellow) was also 

found in areas of the middle and inferior occipital lobe, in the 
known location of the LOC. Visual selectivity was also found in 
the motion-selective region known as the human MT complex 
(hMT+). This region was likely recruited because the motion signals 
in the intact videos were more coherent than the motion signals 
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Fig. 2. Whole-brain map of audiovisual event selectivity. Group-average maps are shown on an inflated cortical representation of a single subject shown from the left, right, 
and posterior views. Maps represent contrasts of intact and scrambled conditions for visual (yellow) auditory (blue) stimuli. Green areas indicate the overlap (intersection) 
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f the two maps. Abbreviations: posterior superior temporal sulcus (pSTS), poster
ccipital tactile-visual area (LOtv), pre-motor area (preMA). (For interpretation of th
rticle.) 

n the scrambled videos. Finally, visual selectivity was found in the
ody part-selective region known as the extrastriate body-part area
EBA). This region was likely recruited because the hands perform-
ng the actions were recognizable in the intact videos, but not in the
crambled videos. The location of the maximum statistical value for
he visual contrast is indicated by the yellow dot in Fig. 2. 

Clusters of voxels that showed statistical significance with both
ontrasts (i.e., audio intact > audio scrambled ∩ visual intact > visual
crambled), however, were labeled bi-modal event-selective brain
egions. The locations of these regions are indicated by the green
ots in Fig. 2. These overlapping regions were considered to be
pecifically involved in event perception. Because the bi-modal
ontrast uses a logical AND operation, voxels shown in the bi-

odal map actually have a more conservative threshold than voxels 

hown in the two unisensory maps from which it was generated. 
Multisensory audiovisual event selectivity (green) was found 

n regions along the occipito-temporal junction. In the left hemi-
phere, clusters corresponded specifically to the pSTS and pMTG. 
ddle temporal gyrus (pMTG), intraparietal sulcus (IPS), anterior IPS (aIPS), lateral 
rences to color in this figure legend, the reader is referred to the web version of the 

In the right hemisphere, only pMTG was found. The lack of overlap 
in the right hemisphere was due to hemispheric differences in the 
activation pattern produced by the auditory stimuli. Auditory selec-
tivity was not found on the posterior aspect of the right STS/STG, 
but was found on the posterior aspect of the right MTG. These 
differences across hemispheres in auditory activation in pSTS and 
pMTG with tool stimuli match well with previously reported pat-
terns (Doehrmann et al., 2008; Lewis et al., 2005). Coordinates and 
Brodmann areas for all unimodal and bimodal regions of interest 
are shown in Table 1. 

The visuo-haptic functional localizer data were analyzed 
using a random-effects general linear modal and a similar bi-
modal contrast as the audiovisual data (i.e., tactile object > tactile 

texture ∩ visual object > visual texture). With an FDR threshold 
(q < .05), two regions were found in the left hemisphere, the ante-
rior aspect of the intraparietal sulcus (aIPS) and the “tactile-visual” 
part of the lateral occipital area (LOtv). The locations of these two 
regions are indicated by the black dots in Fig. 2. 
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Table 1 
Regions of interest. 

Brain region Coordinates BA 

Bi-modal event-selective activation 
Left 

pMTG −59, −61, 2 37/21 
pSTS −64, −44, 8 22 
Insula −47, −34, 20 13 
IPS −21, −69, 40 7 

Right 
pMTG 61, −59, 1 37/21 
IPS 21, −62, 32 7 

Unisensory activation 
Left 

LOtv/MOG −55, −64, −4  19
STS/STG −52, −40, 6 22 
Broca −44, 18, 12 45 

Right 
LOtv/MOG 56, −64, −4  19
STS/STG 68, −40, 8 22 
preMA 43, −4, 43 6 

Notes: Coordinates are in Talairach space in the order X, Y, Z. BA = Brodmann’s area 
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MTG = posterior middle temporal gyrus; pSTS = posterior superior temporal sulcus;
PS = intraparietal sulcus; LOtv = lateral occipital tactile-visual; MOG = middle occip-
tal gyrus; STG = superior temporal gyrus; Broca = Broca’s area; preMA = pre-motor
rea. 

The unisensory selectivity maps in Fig. 2 were produced from
 group-average analysis. The assumption is that overlap of these
aps reflects consistent bi-modal overlap in every individual sub-

ect. An alternative, though, is that overlap in the group-average
ap simply reflects blurring of unisensory selective regions that

ary in location across individuals. To ensure that the overlap
hown in Fig. 2 was not spurious, an analysis of individual subjects
as conducted. Whole-brain fixed-effects general linear models
ere fit to individuals’ data instead of to the entire group. Individ-
als’ data were transformed into the same standard space as the
roup analysis, such that coordinates could be compared across
ndividuals and with the group analysis. The same contrasts per-
ormed on the group were performed on the individuals. The
ontrasts were thresholded using FDR (q < .05) and a 15-voxel clus-
er threshold. 

Fig. 3 shows the same axial slice from each individual with a
ap created from the bi-modal contrast (i.e., audio intact > audio

crambled ∩ visual intact > visual scrambled). The slice coordinate
height on z-axis) was set to the center of the pMTG clusters found
n the group analysis. White dots on the images show the in-plane
oordinates of the center of the pMTG clusters found in the group
nalysis. In the left hemisphere, 10 of 12 subjects showed overlap
etween their own bi-modal cluster and the group cluster (p = .003).
he two subjects without overlap each showed a bi-modal region
nterior to the group cluster. In the right hemisphere, 9 of 12 sub-
ects showed overlap between their own bi-modal cluster and the
roup cluster (p = .02). One of the three without overlap showed a
i-modal region medial to the group cluster. The other two with-
ut overlap did not have bi-modal clusters anywhere along the
TG/MOG. 

. Discussion 

To our knowledge, this is the first fMRI study of auditory and
isual recognition of events produced by object-directed actions.
onsistent with our hypothesis, multisensory audiovisual event-
elective activation was found in pMTG, at the junction of the MTG

nd LOC. Previous work has shown that the LOC is involved in recog-
ition of isolated objects (Grill-Spector et al., 2001; James et al., 
003; Malach et al., 1995), that the pMTG is involved with recog-
ition of visual actions (Beauchamp & Martin, 2007; Caspers et al., 
010; Grossman & Blake, 2002; Valyear & Culham, 2010), and that 
logia 49 (2011) 108–114 

 

 

pMTG is also involved in recognition of environmental tool sounds 
(Doehrmann et al., 2008; Lewis et al., 2005). The current findings 
bring together these divergent fields of inquiry and suggest that the 
junction of pMTG represents a convergence zone for auditory and 
visual information, the purpose of which is to identify or categorize 
environmental events. 

Bi-modal event-selectivity was also found in the pSTS and 
the posterior insula in the left hemisphere, and in the intra-
parietal sulcus, bilaterally. The pSTS has been implicated in both 
visual action perception (Beauchamp & Martin, 2007; Grossman 
& Blake, 2002; Puce & Perrett, 2003), and audiovisual integration 
(Beauchamp et al., 2004; Calvert, Campbell, & Brammer, 2000; 
Stevenson & James, 2009). Thus, it is not surprising that pSTS con-
tributes to event recognition. It is worthwhile noting that pSTS 
was activated only on the left, whereas pMTG was activated bilat-
erally. This may suggest that pSTS represents a more specialized 
form of processing or a higher level of hierarchical processing 
than pMTG. 

The left posterior insula activation was found on the lateral bank 
of the parietal operculum. This is near to, or possibly overlapping 
with, the secondary somatosensory cortex (SII). The role of SII is 
not clear, but it has been implicated in multisensory processing, 
at least for haptic and visual sensory modalities (Binkofski et al., 
1999; Stilla & Sathian, 2008). Based on the current data and previous 
data, it is possible that SII is a site of tri-modal processing, but that 
determination will require a more systematic study of its response 
with stimuli from the three sensory systems. 

There is good evidence that the anterior aspect of the intra-
parietal sulcus (IPS) integrates visual and haptic signals (Binkofski, 
Kunesch, Classen, Seitz, & Freund, 2001; Bodegard, Geyer, Grefkes, 
Zilles, & Roland, 2001; Bohlhalter, Fretz, & Weder, 2002; Culham 
& Valyear, 2006). Fig. 2 shows visually selective activation in the 
anterior IPS, but not audiovisual event-selective activation. The 
audiovisual site was much more posterior along the IPS, and even 
more posterior in the right hemisphere than in the left. Many areas 
of the posterior IPS have been identified that are involved in dif-
ferent aspects of visuomotor control (for review, see Culham & 
Valyear, 2006). It seems likely that at least one of these sites over-
laps with the audiovisual site identified in Fig. 2. The tasks in the 
current experiment, however, did not involve visuomotor control; 
therefore, it is an open question why this area of the IPS is recruited 
for bi-modal perception of object-directed action. One hypothesis 
is that the areas of the IPS that are involved in visuomotor control 
and planning are also involved in the recognition of those actions 
(Culham & Valyear, 2006; Valyear & Culham, 2010). Motor actions 
are not only controlled by visual signals, but also by haptic and audi-
tory signals. Synchronization of movements with sounds – such 
as with playing music, but also with simpler tasks such as finger 
tapping – demonstrates the use of auditory signals to control the 
timing of movements (for review, see Repp, 2005). The influence of 
auditory signals on motor movements could be partially mediated 
by processes dedicated to integrating auditory and visual signals. 
The type of information that can be integrated with vision and touch 
is different from the type of information that can be integrated with 
vision and audition. Anterior IPS may be specialized for integrating 
visual and haptic information, whereas more posterior areas of IPS 
may be specialized for integrating visual and auditory information. 
These integration sites may play a role in motor control, and may 
also play a role in the recognition of actions. 

Several previous studies have investigated the neural substrates 
of action recognition in the framework a ‘mirror’ system (for review, 

see Fabbri-Destro & Rizzolatti, 2008; Iacoboni, 2009). The mir-
ror system is seen as a mechanism for the imitation of other’s 
action through observation. The observation of action has been 
consistently shown to activate a network of brain regions includ-
ing Broca’s area, several regions of the parietal cortex, and the 
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MTG/pSTS (Caspers et al., 2010). Our findings are consistent with
he previous work on observation of action. A network of regions
as found that included Broca’s area, the pre-motor area, areas

f the intraparietal sulcus, the pMTG, and the pSTS. Several areas
f the network showed bi-modal event-selective activation. Our
ndings do not speak to the contribution of those areas to the

mitation of actions. What they do indicate is the existence of
rocesses that are involved in more than analyzing isolated sen-
ory channels. These processes combine information across sensory
hannels, with the ultimate goal of understanding events in the
nvironment. 
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