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A recent view of cortical functional specialization suggests that the primary organizing principle of the 
cortex is based on task requirements, rather than sensory modality. Consistent with this view, recent 
evidence suggests that a region of the lateral occipitotemporal cortex (LO) may process object shape 
information regardless of the modality of sensory input. There is considerable evidence that area LO is 
involved in processing visual and haptic shape information. However, sound can also carry acoustic cues 
to an object’s shape, for example, when a sound is produced by an object’s impact with a surface. Thus, 
the current study used auditory stimuli that were created from recordings of objects impacting a hard 
surface to test the hypothesis that area LO is also involved in auditory shape processing. The objects were 
of two shapes, rods and balls, and of two materials, metal and wood. Subjects were required to categorize 
etamodal 
bject recognition 

the impact sounds in one of three tasks, (1) by the shape of the object while ignoring material, (2) by the 
material of the object while ignoring shape, or (3) by using all the information available. Area LO was 
more strongly recruited when subjects discriminated impact sounds based on the shape of the object 
that made them, compared to when subjects discriminated those same sounds based on material. The 
current findings suggest that activation in area LO is shape selective regardless of sensory input modality, 
and are consistent with an emerging theory of perceptual functional specialization of the brain that is 
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task-based rather than se

For decades, the principal organizational theory for the func-
ions of the occipital, temporal, and parietal cortices was based
n the modality of sensory input. The posterior cortex was
rossly separated into visual, auditory, and somatosensory systems
Frackowiak et al., 2004; Kolb & Whishaw, 2003), and it was usually
nly within those systems that the cortex was further separated
ased on more specific perceptual and cognitive functioning (for
xample, see Van Essen, Casagrande, Guillery, & Sherman, 2005).
ore recently, new evidence has made it clear that sensory pro-

essing occurs in isolated systems only at the very lowest levels
Foxe & Schroeder, 2005). An alternative theory to the parallel
rocessing of discrete sensory inputs is the “metamodal” brain,

or which the primary organizing principle is task requirements, 
ather than sensory modality (James, VanDerKlok, Stevenson, & 
ames, 2011; Lacey, Tal, Amedi, & Sathian, 2009; Pascual-Leone & 
amilton, 2001). According to this view, regions of cortex instan-
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 modality-based. 
© 2011 Elsevier Ltd. All rights reserved. 

tiate “operators” that perform a specific calculation or implement 
a specific cognitive operation. Operators have the capacity to pro-
cess input from multiple sensory modalities. One condition for a 
multisensory operator to develop is that the sensory inputs must 
all contain the type of information necessary for successful calcu-
lation. Also, operators develop preferences or weightings for the 
specific input modalities that provide the most reliable informa-
tion. With typical development, operators in different individuals 
will show very similar patterns of preference across sensory modal-
ities, giving the impression that the brain is organized based on 
sensory modalities, rather than cognitive operations. It is cases of 
atypical development—especially atypical development of sensory 
systems—that demonstrate the capacity of operators to complete 
the same calculations using non-preferred sensory inputs and that 
provide the most compelling evidence for the metamodal brain 
hypothesis (Pascual-Leone & Hamilton, 2001). In sum, the meta-

modal brain hypothesis has two tenets. First, the brain is by nature 
multisensory, and second, the multisensory nature of operators 
may be latent. The latent multisensory nature of operators may 
give the impression that the brain is organized based on sensory-
specific functioning. The current work uses the first tenet, that the 

dx.doi.org/10.1016/j.neuropsychologia.2011.03.004
http://www.sciencedirect.com/science/journal/00283932
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rain is inherently multisensory, as a framework for investigating
he shape processing operations involved in multisensory object
ecognition. 

In the field of object recognition, it has been suggested that a
egion of the lateral occipitotemporal cortex (LO) may be the site
f an operator that is dedicated to processing volumetric shape
Amedi et al., 2007; Lacey et al., 2009). Several research groups
ave established that area LO is involved in visual and tactile/haptic
ecognition of objects. These studies (Amedi, Jacobson, Hendler,
alach, & Zohary, 2002; Amedi, Malach, Hendler, Peled, & Zohary,

001; James et al., 2002; Kim & James, 2010; Sathian & Zangaladze,
002; Stilla & Sathian, 2008) report evidence for a sub-region of
rea LO called the lateral occipital tactile-visual area (LOtv) that
s object selective for both visually presented and haptically pre-
ented object stimuli compared to texture stimuli. Although objects
nd textures differ along many dimensions (e.g., curvature, rough-
ess, weight, color, etc.), it is clear from comparing across the
tudies that the most important dimension influencing selective
ctivation in LOtv is that the object stimuli are discriminated mainly
ased on their volumetric shape, whereas the textures are not
James et al., 2002; James, Kim, & Fisher, 2007; Stilla & Sathian,
008; Tal & Amedi, 2009). For instance, in the study by James et al.
2002), novel objects were used and the objects were constructed
uch that they all had the same texture, hardness, etc. and only
iffered based on their volumetric shape properties. Using a prim-

ng paradigm, the results showed that brain activation in area LO
as suppressed when objects were repeated, regardless of whether

he objects were presented within or across sensory modalities.
ctivation showed recovery from suppression when non-repeated
bjects were presented. The results were taken as evidence that
eurons in area LO are tuned to specific shape features of objects,
ut that the tuning was invariant to the input sensory modality. 

For vision and haptics, shape characteristics of objects are salient
nd shape information is important for successful recognition.
hus, the existence of a common neural substrate, such as area
Otv, for processing shape information across the two sensory sys-
ems is not surprising. A shape operator, however, should process
ignals from any sensory system that produces signals that contain
hape information, not just the sensory systems for which shape
nformation is the most salient. Recently, it has been suggested that
rain regions exist that are selective for objects presented through
he auditory modality (Amedi et al., 2007; Beauchamp, Lee, Argall,
 Martin, 2004; James et al., 2011; Lewis, Brefczynski, Phinney,

anik, & Deyoe, 2005; Lewis et al., 2004). In most of these stud-
es, sounds of manual tools (e.g., hammer, saw, etc.) were used as
timuli, and subjects were required to recognize the tools based on
he sound (Beauchamp et al., 2004; James et al., 2011; Lewis et al.,
005; Lewis et al., 2004). These studies found greater activation
ith tool sounds than with other sounds in the posterior middle

emporal gyrus (pMTG). Of particular interest is that the coordi-
ates of area pMTG and area LO are very similar – both are at the

unction of the temporal and occipital lobes – and it is clear that
hey show considerable overlap. Further evidence that area LO is
bject selective for sounds comes from a study that used sounds
roduced by a visual-to-audio sensory substitution device. Sub-

ects listened to audio waveforms that had been transformed from
ictures of objects using the sensory substitution device. These
substitution sounds” produced greater activation in area LOtv than
ontrol sounds (Amedi et al., 2007). 

The results of the studies described above converge to sug-
est that activation in area LO/pMTG (and perhaps specifically area

Otv) is object selective across three sensory input modalities, 
ision, touch, and hearing. There is evidence that object selectiv-
ty in area LO for vision and haptics is driven by shape, rather than 
ther object characteristics (James et al., 2002). What is missing is 
vidence that object selectivity for sounds in area LO is also based 
gia 49 (2011) 1807–1815 

on the shape characteristics of the objects that made the sounds. 
The hypothesis that area LO is the site of a shape operator would be 
strongly supported by results indicating that activation was driven 
by changes in sounds that were based on manipulations of the 
shape characteristics of the objects that produced them. 

There are many natural classes of auditory stimuli that contain 
useable information for determining not only an object’s shape, but 
also its size, length, or material composition. It has also been shown 
that human listeners are capable of using acoustic information to 
recognize objects (Freed, 1990; Grassi, 2005; Warren & Verbrugge, 
1984). Producing sounds that are diagnostic of these characteris-
tics usually requires that the object be involved in an environmental 
event (Gaver, 1993b), such as when it is struck against a surface or 
dropped from a height (Gaver, 1993a). In the current study, audi-
tory stimuli were created from recordings of objects impacting a 
hard surface. The objects were of two shapes, rods and balls, and 
of two materials, metal and wood. Subjects were required to cate-
gorize the impact sounds in one of three tasks, (1) by the shape 
of the object while ignoring material (i.e., as rods or balls), (2) 
by the material of the object while ignoring shape (i.e., as metal 
or wood), or (3) by the four combinations of shape and material 
(i.e., as a metal rod, wood rod, metal ball, or wood ball). Previous 
work on visual recognition suggests that shifting subjects’ attention 
from one object property to another (i.e., between shape and mate-
rial), is sufficient to preferentially activate brain regions involved 
in processing that specific object property (Cant & Goodale, 2007; 
Corbetta, Miezin, Dobmeyer, Shulman, & Petersen, 1991). Thus, 
consistent with Amedi et al. (2007), we hypothesized that catego-
rizing the sounds by the shape of the object involved in the impact 
would preferentially activate area LO and in particular the LOtv. 

1. Materials and methods 

1.1. Subjects 

Subjects included 12 right-handed native English speakers (6 female, mean 
age = 21.7). All subjects reported normal or corrected-to-normal visual acuity and 
no history of hearing impairment. The experimental protocol was approved by the 
Indiana University Institutional Review Board and Human Subjects Committee. 

1.2. General procedures 

Subjects lay supine in the bore of the MRI with their head in the radio fre-
quency coil and a response pad placed on their right thigh. Stimuli for visual and 
auditory presentations and timing cues for haptic presentations were delivered 
using Matlab 5.2 and Psychophysics Toolbox 2.53 (Brainard, 1997; Pelli, 1997) on
an Apple Powerbook G4 (Titanium) running Mac OS 9.2. Visual stimuli were pro-
jected with a Mitsubishi XL30U LCD projector onto a rear-projection screen located 
inside the scanner bore behind the subject. Subjects viewed the screen through a 
mirror located above the head coil. Auditory stimuli were heard through pneumatic 
headphones. Foam was placed around the headphones inside the headcoil to reduce 
subject head movement. Haptic stimuli were placed on a “table” by an experimenter 
who stood in the MRI room. The table rested on the subject’s abdomen/thighs and 
was angled toward the subject to make the stimuli easy to reach. The table had a 
non-skid surface to prevent the objects from sliding off or moving during manual 
exploration. 

Subjects were tested on two or three different days to complete all of the data 
collection. Data from the audiovisual action-selective functional localizer and the 
visuohaptic object-selectivity functional localizer were collected as part of another 
study, which has been published elsewhere (James et al., 2011). 

1.3. Impact sound procedures 

Examples of the impact stimuli are shown in Fig. 1. Impact stimuli consisted of 
audio recordings of objects dropped onto the floor from a height of approximately 
1 m. Four objects were used to create the impact sounds. Two of the objects were 
rods, each 1 cm in diameter and 30 cm long, one made of metal and one of wood. The 
metal rod was a section of rebar and the wood rod was a section of hardwood dowel. 

The other two objects were balls, each 3 cm in diameter, one made of metal and one 
of wood. The metal ball was a large stainless steel marble and the wood ball was 
made of hardwood. Recordings were made with a handheld digital recorder. Record-
ings of impacts with each of the four objects were made in three different rooms in 
the Psychology building and each object was recorded being dropped several times 
in each room. From this large set of recordings, 24 recordings were selected and 
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Fig. 1. Waveforms and spectrograms of impact sounds. Waveforms of two examples 
of each of the four stimulus categories are shown in (a), with time on the horizon-
tal axis (0–1500 ms) and amplitude on the vertical axis. The same eight sounds are 
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the AC and PC points, and six points representing the bounding box of the cor-
hown as spectrograms in (b), with time on the horizontal axis, frequency band on
he vertical axis (0–11.6 KHz), and power indicated by the color scale. (For interpre-
ation of the references to colour in this figure legend, the reader is referred to the
eb version of this article.) 

sed in the study as impact sound stimuli. The 24 stimuli were chosen such that
here were six sounds for each of the four objects and such that two of those six
ounds were recorded in each of the three rooms. The different acoustics and floor-
ng surfaces of the rooms provided variability in examples of the impact sounds, such
hat subjects could not perform the matching task based on idiosyncratic features
f specific recordings. Scrambled nonsense versions of each of the 24 impact sound
timuli were also created. Audio waveforms were partitioned into 10 ms intervals
nd the bits in half of the intervals (determined randomly) were exchanged with the
its from the other half of the intervals. Intervals were exchanged with the interval
hat matched it most closely in amplitude. Scrambling the waveforms made them
nrecognizable and, subjectively, they sounded similar to noise. 

Each subject performed eight runs. The protocol for these runs is shown in Fig. 3a.
ach run contained eight 16-s stimulation blocks. These stimulation blocks were
nterleaved with seven 16-s rest intervals, plus a rest interval at the beginning and
t the end of each run. There were eight trials per block. During a trial, a sound
timulus was presented for 1.5 s, followed by .5-s inter-stimulus interval. Subjects
erformed one of four one-back matching tasks on the last seven trials of each block.
n instruction cue was presented during the rest interval preceding the stimulation
lock. The instruction was one of “shape”, “material”, “both”, or “scrambled”. It is
orthwhile noting that the same intact impact sound stimuli were presented for

hape, material, and intact (“both”) blocks. Scrambled sounds, rather than intact
ounds, were presented for the scrambled blocks. For shape blocks, subjects per-
ormed the matching task based on the shape of the object that made the impact
ound. In other words, they matched based on whether the stimulus represented a

od or ball (two-alternative forced choice—2AFC) and ignored whether it was made 
f metal or wood. For material blocks, subjects performed the opposite task, basing 
heir match judgments on the material of the object that produced the impact sound 
nd ignoring the shape. That is, a 2AFC matching task for whether it was made of 
etal or wood. For intact (“both”) blocks, subjects did not match the impact sounds 
gia 49 (2011) 1807–1815 1809

based on a specific characteristic of the object. Instead, used all of the acoustic infor-
mation available to them to make a 4AFC matching judgment. That is, they were 
required to match the intact stimuli based on the four specific alternatives, metal 
rod, metal ball, wood rod, and wood ball. For the scrambled blocks, the scrambled 
impact sound stimuli were presented, rather than the intact impact sound stimuli. 
For the scrambled blocks, the subjects performed the same 4AFC task as for the 
intact blocks. That is, they were required to match the four specific sounds, but in 
this case, the sounds were scrambled, rather than intact. The order of the blocks was 
randomized for each run and subject. 

1.4. Visuohaptic object-selectivity procedures 

The purpose of these runs was to functionally localize the LOtv part of the LO. 
The stimuli and procedures for this part of the study have been described previously 
(Kim & James, 2010). Examples of visual stimuli are shown in Fig. 2c and d and the 
protocol is shown in Fig. 3b. Briefly, the visual runs used grayscale images of 40 
objects and 40 textures. Each stimulus subtended 12◦ of visual angle. The haptic 
runs used 20 three-dimensional familiar objects (e.g., cup, book, etc.) and 20 two-
dimensional textures (e.g., fabric, sandpaper, etc.), all MR-compatible and sized to 
be easily explored with the hands. Each subject performed two visual runs and two 
haptic runs. Each run contained five 16-s blocks of object presentation and five 16-
s blocks of texture presentation. These stimulation blocks were interleaved with 
nine 16-s rest intervals, plus a rest interval at the beginning and at the end of each 
run. Object and texture stimulation blocks had four trials per block. During a trial, 
a stimulus was presented for 3 s and followed by 1-s inter-stimulus interval. For 
haptic trials, subjects received auditory cues to begin and end manual two-handed 
exploration of the objects. The auditory cues were not necessary for the visual trials 
– the subjects were cued by the onset and offset of the visual stimuli – but they were 
included in the visual trials to match the haptic trials. The order of the blocks was 
randomized. 

1.5. Audiovisual action-selectivity procedures 

The purpose of these runs was to functionally localize the pMTG part of the LO. 
The stimuli and procedures for this part of the study have been described previously 
(James et al., 2011). Examples of stimuli are shown in Fig. 2a and b and the proto-
col is shown in Fig. 3c. Briefly, stimuli consisted of audio and video recordings of 
manual actions involving a moveable implement (e.g., hammer, paper cutter, paper 
towel dispenser, etc.). Separate video and audio files were extracted from the raw 
recordings, such that they could be presented separately as visual and auditory stim-
uli. Scrambled nonsense versions of the video and audio signals were also created. 
Video sequences were scrambled on a frame-by-frame basis. For each frame, the 
locations of half of the pixels in the image were exchanged with the locations of the 
other half of the pixels. Each pixel exchanged locations with the pixel that was clos-
est to it in intensity. Audio waveforms were partitioned into 10 ms intervals and 
the bits in half of the intervals (determined randomly) were exchanged with the 
bits from the other half of the intervals. Intervals were exchanged with the inter-
val that matched it most closely in amplitude. Each subject performed two visual 
runs and two auditory runs. Each run contained three 12-s blocks of action presen-
tation and three 12-s blocks of scrambled presentation. These stimulation blocks 
were interleaved with five 12-s rest intervals, plus a rest interval at the beginning 
and at the end of each run. Action and scrambled stimulation blocks had eight trials 
per block. During a trial, a stimulus was presented for 2 s with no inter-stimulus 
interval. The order of the blocks was randomized. Subjects performed a one-back 
matching judgment on the last seven stimuli in each block. 

1.6. Imaging parameters and analysis 

Imaging was carried out using a Siemens Magnetom TRIO 3-T whole-
body MRI with eight-channel phased-array head coil. The field of view 
was 22 cm × 22 cm × 11.2 cm, with an in-plane resolution of 64 × 64 pixels 
and 33 axial slices per volume (whole brain), creating a voxel size of 
3.44 mm × 3.44 mm × 3.4 mm. Voxels were re-sampled to 3 mm × 3 mm  × 3 mm
during pre-processing. Images were collected using a gradient echo EPI sequence
for BOLD imaging (TE = 30 ms, TR = 2000 ms, flip angle = 70◦). High-resolution T1-
weighted anatomical volumes were acquired using a turbo-flash 3-D sequence 
(TI = 1100 ms, TE = 3.93 ms, TR = 14.375 ms, flip angle = 12◦) with 160 sagit-
tal slices with a thickness of 1 mm and field of view of 256 × 256 (voxel 
size = 1 mm  × 1 mm  × 1 mm).  

Functional volumes were pre-processed using BrainVoyagerTM 2.2.0. Pre-
processing steps included linear trend removal, 3-D spatial Gaussian filtering 
(FWHM 6 mm), slice scan-time correction, and 3-D motion correction. Anatomi-
cal volumes were transformed into the common stereotactic space of Talairach and 
Tournoux using an 8-parameter affine transformation. The eight parameters were 
tex, which were manually selected. Functional volumes were coregistered to the 
anatomical volume, thus transforming them into the common stereotactic space. 

Data were analyzed using separate random-effects general linear models for 
the audio impact sounds, the visuohaptic objects and textures, and the audiovisual 
actions. Multiple runs for each experiment were appended, rather than averaged. 
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Fig. 2. Stimuli for functional localizer runs. An example of an intact stimulus used for testing action selectivity is shown in (a). Four frames of the video of the paper cutter are 
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epicted with the sound waveform of the paper cutter. The white diamond symbo
f the paper cutter is shown in (b). Two examples of intact visual objects used to te
hown in (d). Haptic stimuli are not shown, but are described in Section 1. 

esign matrices were constructed from predictors generated based on the timing of
he blocked-design protocols for placement of canonical two-gamma hemodynamic
esponse functions. For the impact sound runs, predictors representing the instruc-
ion cue were also included. All whole-brain contrasts were thresholded using a

inimum voxel-wise p-value of 0.005 and corrected for multiple tests using a clus-
er threshold (Forman et al., 1995; Lazar, 2010; Thirion et al., 2007). The minimum
umber of contiguous voxels required to provide a false positive rate of 5% was
stimated using the BrainVoyager QX Cluster-Level Statistical Threshold Estimator
lugin (p = 0.005, alpha = 0.05; (Goebel, Esposito, & Formisano, 2006)). There were
light variations in the estimate across maps, but for consistency, we chose the
ost conservative estimate of a minimum of eight 3 mm × 3 mm  × 3 mm voxels

216 mm3). Whole-brain maps were re-sampled (using linear interpolation) from
mm  × 3 mm  × 3 mm  to  1 mm  × 1 mm  × 1 mm to be shown at the same spatial res-
lution of the anatomical volumes. Labels for brain regions shown in the table
ere found with the Talairach Daemon (http://www.talairach.org/applet/) using

he nearest coordinate located in grey matter. 

. Results 

.1. Behavioral results 

Accuracy was measured for all of the functional runs. As

xpected, accuracy was at ceiling for the one-back matching judg-
ents in the visuohaptic object-selectivity runs and the audiovisual 

ction-selectivity runs. Accuracy results for the one-back matching 
udgments with the impact sounds in the auditory shape-selectivity 
uns are shown in Fig. 4. Accuracy was relatively poor for all con-
esent the time points when the video frames were extracted. A scrambled version 
visuohaptic object selectivity are shown in (c). Two examples of visual textures are 

ditions (<70%), but was significantly above chance as assessed by 
one-sample t-tests (all t(11) > 4.95, p < 0.001). We attribute the mod-
erate performance to the fact that the stimuli were highly similar to 
each other and that they were partially masked by the presence of 
the acoustic noise produced by the MRI. A one-way ANOVA showed 
that significant differences in accuracy existed among the four 
conditions (F(3,33) = 9.2, p = 0.001, Greenhouse–Geisser corrected). 
Paired t-tests showed that the 4AFC matching task was more 
accurate with intact impact sounds than with scrambled sounds 
(t(11) = 2.54, p = 0.03) and that the 2AFC task was more accurate 
when it was shape-based than material-based (t(11) = 2.42, p = 0.03). 
The intact 4AFC task showed the best performance of the four con-
ditions (t(11) = 2.60, p = 0.03). We attribute the better performance 
with the 4AFC task to the fact that subjects could attend to any or 
all of the stimulus characteristics to make their judgment, whereas 
with the 2AFC tasks, the subjects were forced to attend to a specific 
set of characteristics (or possibly just a single characteristic) while 
actively ignoring a potentially orthogonal set of characteristics. 

A subset of subjects were given a verbal debriefing at the end 
of the session to determine if any explicit strategies were used to 

perform the different tasks with the impact sounds. Subjects had 
difficulty articulating any strategies used with the 2AFC material 
task and both of the 4AFC tasks. However, with the shape task, sub-
jects consistently indicated using the pattern of impacts across time 
to differentiate balls from rods. During stimulus generation, when 

http://www.talairach.org/applet/
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Fig. 3. Schematic of protocols for functional runs. The timing of protocols is depicted 
with boxcar functions that represent stimulation and rest intervals (blocks). Time is 
represented horizontally and the functions are drawn to scale. Above each stimula-
tion interval is a label for task performed during that block. Below each protocol is a 
more detailed depiction of the trial structure within each block. Blank boxes indicate 
rest periods. Visual, haptic, and auditory stimuli are indicated by a box with an eye, 
hand, or speaker symbol, respectively. Below each box is a number representing the 
number of seconds that the stimulus in the box is presented for. If a stimulus cycle 
is repeated during a block, that is indicated by “x#” after the boxes. The number 
of runs of each protocol for each subject is shown to the right (i.e., “x# runs”). The 
protocols for runs with impact sounds are shown in (a). Shp indicates that subjects 
performed a 2AFC shape matching task, Mat indicates a 2AFC material matching 
task, Int indicates a 4AFC task on intact sounds, and Scr* indicates a 4AFC task on 
scrambled sounds. Note that the Scr* task was the only one of the four that used 
different stimuli. The protocols for runs testing visuohaptic object selectivity are 
shown in (b). Obj indicates that the stimuli were familiar objects (haptic) or static 
pictures of familiar objects (visual), and Tex indicates that the stimuli were familiar 
textures (haptic) or static pictures of textures (visual). The protocols for runs testing 
audiovisual action selectivity are shown in (c). Act indicates that the stimuli were 
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contrast also produced significant clusters in area LO in the left 
ideo or audio of object-directed actions, and Scr indicates that the stimuli were
crambled versions of the video or audio. 

he rods and balls were dropped, they bounced and made multiple
mpacts with the surface they were dropped on. These impacts are
een in the sound waves and spectrograms (Fig. 1) as transients.
he timing of the transients depended mostly on the shape of the
bject, rather than on its material. It seems likely that the impor-
ant information in the sounds for identifying object shape was the
attern across time of the transients. The cues used to identify the
aterial of the object are more ambiguous. The fundamental fre-

uency of the wood balls was in a different range (800–900 Hz) than

he other three stimulus types (1200–1300 Hz). Thus, fundamental 
requency would help identify one of the four object types, but by 
tself would not help in the 2AFC shape or material tasks. Thus, it 
s likely that subjects used the timbre of the sounds to differentiate 
Fig. 4. Accuracy as a function of task for the impact sounds experiment. The dashed 
line through the 2AFC task represents chance performance (50%) for that task. 
Chance performance on the 4AFC task was 25%. Error bars are 95% confidence 
intervals. 

the materials, but which aspect of the timbre was difficult for the 
subjects to articulate. 

2.2. Imaging results 

Fig. 5 shows the main results of the four contrasts of inter-
est. As hypothesized, the activation in area LO/pMTG was greater 
when impact sounds were categorized based on shape compared 
to when they were categorized based on material (Fig. 5a). Specif-
ically, activation was found at the junction between the posterior 
middle temporal gyrus and the anterior middle occipital gyrus in 
the right hemisphere. When subjects were allowed to categorize 
the sounds using all available information (i.e., 4AFC task), activa-
tion was found along the superior temporal sulcus (Fig. 5b), also in 
the right hemisphere. This cluster was clearly superior and anterior 
to the shape-selective area LO activation (Fig. 5e). More details of 
these and other clusters are shown in Table 1. 

The difference between shape and material in area LO could have 
been due to the difference in behavioral performance across the 
two conditions. There is evidence that recognition accuracy can 
influence activation in area LO, with greater accuracy producing 
greater activation (James, Culham, Humphrey, Milner, & Goodale, 
2003; James & Gauthier, 2006). The shape-matching task was per-
formed more accurately than the material-matching task, which 
may explain the greater activation with shape matching. However, 
comparing the pattern of activation with the pattern of accuracy 
across the four impact sound conditions does not support this alter-
nate hypothesis. Most strikingly, a contrast comparing the most 
accurate condition (4AFC intact) with the least accurate condition 
(2AFC material) produced no significant clusters, even at a very 
relaxed statistical threshold (t = 2.0, uncorrected). 

Area LOtv was functionally localized using the established prac-
tice of a conjunction (logical AND) of two contrasts: visual objects 
minus textures AND haptic objects minus textures (Amedi et al., 
2002; Amedi et al., 2001; Kim & James, 2010). This conjunction 
contrast produced significant activation in area LO (Fig. 5c), which 
overlapped with the shape-selective cluster in the right hemisphere 
(Fig. 5b and e). More details of these clusters are shown in Table 1. 

Another conjunction contrast was performed for audiovisual 
action stimuli. The two contrasts were auditory actions minus 
scrambled and visual actions minus scrambled. This conjunction 
and right hemisphere (Fig. 5d). In the right hemisphere, the action-
selective cluster in area LO overlapped with the shape-selective 
cluster in area LO and with area LOtv (Fig. 5e). More details of these 
clusters are shown in Table 1. 
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Fig. 5. Clusters from whole-brain contrasts. The heights of the axial slices are shown on a mid-sagittal image (e). The white line indicates the coordinate z = 0, which is the 
height of the four images in panels (a–d) and the image in panel (f) enclosed in the box. The other four images in panel (f) are shown at 4 mm intervals above and below 
the z = 0 slice. Each of the four image in (a–d) depicts a different contrast of interest, which is described in the label above each image and by the color look-up-table in 
the legend. The five images in (f) show all four contrasts of interest superimposed to assess their overlap. The five images represent five slice heights, which are indicated 
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y the z-coordinates above each image. The image in (g) is a 3-D rendering of the i
our contrasts of interest superimposed with the same four look-up-tables shown in
ortex/posterior middle temporal gyrus; MTG/STS = middle temporal gyrus/superio
eader is referred to the web version of this article.) 

. Discussion 

It is well established that BOLD activation in area LO is shape
elective with visual and haptic sensory inputs (James et al., 2003;

ames et al., 2002; James et al., 2007; Stilla & Sathian, 2008; Tal & 
medi, 2009). Area LO/pMTG is also object selective with auditory 

nputs (Amedi et al., 2007; Beauchamp et al., 2004; James et al., 
011; Lewis et al., 2004). Although this suggests that area LO may 
e the site of a multisensory shape operator, auditory shape selec-
d cortical surface of the right hemisphere of a representative subject. It shows the 
gend. aIPS/mIPS = anterior/middle intraparietal sulcus; LO/pMTG = lateral occipital 
oral sulcus. (For interpretation of the references to colour in this figure legend, the 

tivity had not been explicitly tested in area LO until now. Here, we 
showed that area LO was more strongly recruited when subjects 
discriminated impact sounds based on the shape of the object that 
made them, compared to when subjects discriminated those same 

sounds based on their material. Thus, the previous findings com-
bined with the current findings suggest that activation in area LO is 
shape selective across the three sensory input modalities that carry 
useable shape information about objects. The results are consistent 
with an emerging theory of perceptual functional specialization of 
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Table 1 
Stereotactic coordinates for regions of interest. 

Contrast Brain region label Coordinates BA 

Impact sounds 
Shape – material 

Middle temporal gyrus 51, −62, 0 19 
Anterior cingulate 1, 31, 13 24 

Intact – scrambled 
Culmen (cerebellum) 28, −27, −27 
Superior temporal sulcus 48, −36, 1 21 
Precentral gyrus −39, −2, 29 6 
Precuneus −14, −64, 30 31 
Posterior cingulate −27, −43, 30 31 
Angular gyrus −32, −52, 35 39 
Precuneus −14, −62, 40 7 
Medial frontal gyrusa −6, 47, 25 9 

Audiovisual 
Action – scrambled 

Middle temporal gyrus −50, −52, 1 21 
Middle temporal gyrus −42, −61, 3 37 
Precuneus 22, −70, 29 31 
Inferior parietal lobule −53, −34, 30 40 
Precuneus −8, −65, 36 7 
Precuneus −13, −67, 37 7 

Visuohaptic 
Object – texture 

Middle occipital gyrus 45, −59, −3  19  
Middle occipital gyrus −42, −59, −4  19  
Postcentral gyrus −42, −29, 44 40 
Paracentral lobule −2, −10, 47 31 
Inferior parietal lobule 33, −32, 48 40 
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Precuneus 22, −49, 50 7 

A: Brodmann area. 
a Activation in the opposite direction (negative) of the specified contrast. 

he brain that is task-based rather than sensory modality-based
James et al., 2011; Lacey et al., 2009; Pascual-Leone & Hamilton,
001). 

Sounds made by environmental events, such as dropping an
bject from a height, can provide a wealth of information about the
ource of the sound (in this case the object), including its shape,
ize, length, and material (Gaver, 1993a). This ability of sounds to
rovide such information is evidenced by the accuracy shown by
ubjects on the shape and material tasks, despite the fact that they
ere listening to the sounds in a noisy environment. Previously, we

rgued that processing in area LO may be driven by coherent per-
eption of environmental events (James et al., 2011). The current
ndings suggest that the role of area LO may be more specialized
han event perception. A more specific hypothesis is that area LO
s recruited for event perception when understanding the event
elies on shape information about the objects in the event. Other
egions may be recruited for processing the other multisensory
haracteristics of objects that are also important for understanding
nvironmental events. For instance, in addition to a multisensory
hape operator, there may also be a multisensory texture or rough-
ess operator. Because shape information plays such a large role in
isual object understanding, it is logical that the convergence zone
or shape lies in what has traditionally been considered visual cor-
ex. Further research is needed to discover the other nodes in the

ultisensory neural network responsible for event perception. 
Perhaps contrary to the metamodal brain hypothesis, the results

n Fig. 5 show no evidence of a “material” operator. However, when
he map in Fig. 5a was reproduced with a more liberal thresh-
ld (p < .05, uncorrected), distinct clusters appeared in the right

ingual gyrus (+4, −70, 0) and bilateral anterior insula/claustrum

±32, 15, 12). The anterior insula has been implicated in a variety 
f perceptual tasks, and may be recruited when a task is especially 
ffortful (Ho, Brown, & Serences, 2009). Material judgments were 
ore difficult than shape judgments, which may explain the insula 

ctivation. The lingual gyrus cluster, on the other hand, is close to 
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regions reported in previous studies of auditory, tactile, and visual 
texture perception (Cant & Goodale, 2007; Stilla & Sathian, 2008; 
Tal & Amedi, 2009). It is not clear from this combination of studies, 
however, whether or not these brain regions are merely close to 
each other or overlapping. If they are overlapping, then the ven-
tromedial occipitotemporal cortex may be a candidate as the site 
of a multisensory texture or material operator. More studies that 
consistently vary the texture or material information of objects (in 
addition to other types of information) and that test those manip-
ulations across multiple sensory systems are needed if we are to 
further explore the utility of the metamodal brain hypothesis as a 
framework for understanding cortical specialization. 

Finding that area LO was recruited for visual, haptic, and audi-
tory shape processing is consistent with a “metamodal” view of 
cortical organization (Pascual-Leone & Hamilton, 2001). The meta-
modal view is an alternative to the long-standing view that the 
cortex is organized as multiple parallel sensory systems that even-
tually converge onto multisensory cortical areas. There are two 
main tenets to the metamodal brain hypothesis. First, the meta-
modal view suggests that multisensory processing is not restricted 
to special multisensory regions of cortex. Instead, much of the cor-
tex, including putative primary sensory areas, is multisensory and is 
organized based on “operators”. Operators are specialized for per-
forming specific calculations or cognitive operations, rather than 
for processing specific sensory inputs. The fact that much of the 
cortex originally appeared to be unisensory can be explained if it 
is assumed that most operators have a preferred modality of sen-
sory input. In the case of area LO, it is activated more strongly with 
visual input than with haptic, and activated more strongly with 
haptic input than with auditory. This led researchers in the earliest 
reports to consider area LO a visual region (Malach et al., 1995), and 
in later reports to consider it a bi-modal visuohaptic region (Amedi 
et al., 2002). We suggest that area LO is the site of a multisensory 
operator that processes shape information regardless of sensory 
input modality (Amedi et al., 2007). The second tenet of the meta-
modal view is that even operators that do not appear multisensory 
have the latent capacity for multisensory processing. This aspect of 
the metamodal view was not tested in this experiment, but could 
form the impetus for future studies on the functional organization 
of the brain through early and late development. 

As the site of a multisensory operator for shape, area LO would 
represent a highly specialized perceptual processing unit that 
would require very specific inputs to successfully complete its 
operations. Based on the current findings, it is likely that area LO 
receives inputs from at least three different sensory modalities. It 
is unlikely that these inputs come directly from the primary sen-
sory cortices. If the calculations or operations that area LO performs 
are being performed similarly across sensory modalities, then the 
input from those separate modalities must undergo considerable 
sensory input-specific transformation before reaching the shape 
operator. Some of the intermediate stages of processing between 
primary sensory representations and shape representations have 
been described for the visual system (for example, see Wilkinson 
et al., 2000), but they are much less understood for the haptic and 
auditory systems. For haptic inputs, it is possible that the secondary 
somatosensory cortex in the posterior insula/parietal operculum 
may be involved at an intermediate stage of processing (Stilla & 
Sathian, 2008). For auditory inputs, it is possible that a specific 
sub-region of the posterior superior temporal sulcus plays an inter-
mediate role (Beauchamp et al., 2004; Doehrmann, Naumer, Volz, 
Kaiser, & Altmann, 2008; James et al., 2011; Lewis et al., 2005; Lewis 

et al., 2004; Stevenson & James, 2009). Another aspect of the highly 
specialized role of the shape operator is that it would adapt to the 
distribution of inputs that it receives. If shape processing is required 
more frequently with visual inputs than haptic, then the opera-
tor would develop a greater representation for vision than haptics. 
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ikewise, if shape processing is required more frequently for com-
inations of visual and haptic inputs than for combinations of visual
nd auditory inputs, then the operator may develop a greater capac-
ty to integrate visual and haptic signals than visual and auditory
ignals. 

Previous work has reported a dissociation between the neu-
al substrates that are recruited for recognition of vocalizations
s compared to tool sounds (Doehrmann et al., 2008; Lewis et al.,
005). These studies found that tool sounds activated area pMTG
ore than vocalizations, whereas vocalizations activated the mid-

le to anterior superior temporal gyrus and sulcus more than tools
ounds. The location of the tool-selective activation in these studies
s overlapping with the action-selective activation in area LO shown
n the current study, which was also assessed using sounds made by

anual tools. The action/tool-selective area LO/pMTG activations
rom the previous and current studies overlapped with the shape-
elective activation shown in the current study with impact sounds.
he overlap between auditory action/tool-selectivity and audi-
ory shape-selectivity suggests that auditory action/tool-selectivity

ay be a byproduct of shape selectivity. More specifically, the
issociation between the neural substrates for tool sounds and
ocalizations may be based on the processing of acoustic shape
nformation. Although there is evidence that vocal sound charac-
eristics are influenced by the shape and size of the vocal apparatus
von Kriegstein, Smith, Patterson, Ives, & Griffiths, 2007), tool
ounds may contain more cues to shape than vocalizations. Also,
ubjects may need to rely more on acoustic shape information
hen recognizing tools from sound than when recognizing vocal-

zations. One or both of these factors may lead to the dissociation in
he neural substrates underlying auditory recognition of tools and
ocalizations. 

Based on previous studies of visuohaptic shape processing that
ound bilateral activation in the LOtv (Amedi et al., 2002; Amedi
t al., 2001; Sathian & Zangaladze, 2002; Stilla & Sathian, 2008),
t was expected that if auditory shape selectivity was found, it

ould be found bilaterally. However, auditory shape-selective acti-
ation with impact sounds was found only in the right hemisphere.
ven at much more liberal statistical thresholds, no differences
ere found between shape and material judgments in left area

O—the lack of an effect in the left hemisphere was not imposed
y overly conservative statistical thresholds. The result raises the
ossibility that auditory shape processing is lateralized to the right
emisphere. However, a second alternative possibility is that the
attern of individual differences in the location of activation was
ore diffuse in the left hemisphere than the right hemisphere. An

xample of this was described in two previous reports examining
ctivation in STS with either speech sounds or other environmental
ounds (Stevenson, Altieri, Kim, Pisoni, & James, 2010; Stevenson
 James, 2009). The authors of those reports hypothesized that

he variable location of the clusters in the left hemisphere led to
ess overlap across individuals, which led to a lack of an effect
n the group-average contrast. A similar effect may have occurred
n the present study, producing right-hemisphere activation with
o corresponding left-hemisphere activation in the group-average
nalysis. Although the design of the impact sounds experiment
id not allow for reliable single-subject analysis, we nevertheless
erform an examination of the individuals using relatively liberal
tatistical criteria. Of the subjects that showed shape-selective acti-
ation in area LO, half showed bilateral activation, while the other
alf showed right-hemisphere activation only. This suggests that

ateralization of the shape selective cluster was not just a statistical

rtifact, however, it also shows that lateralization is not consistent 
cross subjects. 

One consideration that must be addressed whenever activation 
s found in putative visual areas with non-visual stimuli is whether 
r not the activation is due to visual mental imagery. The results of 
gia 49 (2011) 1807–1815 

previous reports of visuohaptic processing in LO converge to rule 
out the possibility that activation in area LO with haptic stimuli is 
due only to visual imagery (James, James, Humphrey, & Goodale, 
2005; Lacey et al., 2009; Stilla & Sathian, 2008). In other words, it is 
not possible to explain all of the previous results by suggesting that 
visual imagery is the only mechanism by which area LO is activated 
with haptic stimulation. The results of those previous studies, how-
ever, do not rule out the possibility that visual imagery is involved in 
the activation of area LO. In fact, one theory of multisensory activa-
tion in area LO suggests that it receives both bottom-up (sensory) 
and top-down (imagery) inputs and that the weighting of these 
inputs changes depending on the task (Lacey et al., 2009). This 
view is consistent with the metamodal brain hypothesis – the func-
tional organization of the brain is based on cognitive operations, 
not on sensory modalities. Operators receive bottom-up inputs 
from multiple sensory modalities and also receive top-down inputs. 
Whether or not those top-down inputs include imagery signals and 
whether or not those imagery signals are unisensory, multisensory, 
or amodal is a question for future research. Regardless, the distin-
guishing feature of an operator is that if the input signals contain 
the appropriate information (e.g., shape), the operator will pro-
cess it, regardless the sensory modality or even whether they are 
bottom-up or top-down. 

In conclusion, the current results show evidence of auditory 
shape-selectivity in area LO, suggesting that area LO is recruited for 
shape processing regardless of the modality of sensory input. The 
results suggest that previous reports of auditory object-selective 
activation in posterior aspect of area MTG and the anterior aspect 
of area LO may constitute the same underlying shape-selective pro-
cess. The results converge with previous views (Amedi et al., 2007; 
James et al., 2011; Lacey et al., 2009; Pascual-Leone & Hamilton, 
2001) suggesting that LO (and specifically LOtv) is the site of a 
metamodal shape operator. This operator may be one of several 
in a multisensory network involved in the coherent perception of 
environmental events. 
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